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A B S T R A C T : 

This article proposes a testbed IT environment that includes an Integrated 
Network Operations Center and a Security Operations Center based on open-
source tools for conducting cybersecurity research. The testbed is capable of 
monitoring and configuring network devices and systems. The design includes 
physical devices, virtual machines, and strategically deployed sensors for per-
formance and security-related data collection. It enables the study of network 
traffic, anomaly detection, and cybersecurity threats. The framework serves 
as a foundation for cybersecurity testing, offering real-time insights into the 
network’s behavior, detecting faults, and identifying potential vulnerabilities. 
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Introduction 

Cybersecurity breaches have become a significant threat to IT network infra-
structure, leading to substantial financial losses and serious negative impacts 
on organizational reputation. This should serve as a strong incentive for every 
organization to implement measures to protect its infrastructure by constantly 
monitoring, evaluating, and upgrading its network systems. One approach to 
achieving this goal is by creating a separate IT network environment—a testbed 
environment—that mirrors the needs and parameters of the real production IT 
network infrastructure. 

This testbed network should act as a “safe haven” for the unhindered evalu-
ation of an organization’s IT network security posture. The necessity of this ap-
proach was demonstrated in the recent CrowdStrike incident, where faulty up-
dates that were not properly evaluated caused significant disruptions to IT net-
works worldwide, affecting many organizations across various industries.1 

In addition to facilitating safer distribution of network updates, having a 
testbed network provides a secure environment for testing various network 
threat scenarios and evaluating mitigation strategies. These environments can 
be developed on a small scale but should closely reflect the real production IT 
network setup. The skills learned in testbeds can be directly applied to large-
scale or production networks. This approach helps establish concepts, method-
ologies, and best practices that can be implemented in real IT environments, 
providing users with the necessary experience to work in the field of cybersecu-
rity. Key approaches for building testbed networks include resource virtualiza-
tion, environment simulation, network emulation, sandboxing, hardware-in-
the-loop, and so on. 

One of the main benefits of a safe environment for network threat testing is 
the ability to analyze network traffic to detect anomalies and malicious activi-
ties. The introduction of a testbed IT environment can help in understanding 
normal network traffic and identifying unexpected, potentially dangerous be-
haviors. As a critical cybersecurity skill, network traffic analysis involves moni-
toring and analyzing data flows to detect security vulnerabilities. Furthermore, 
it provides in-depth insights into all types of network protocols and trends 
within the IT environment. It enhances the utilization of monitoring tools, log 
analysis, and security problem identification. All these aspects can later be ap-
plied in real-world scenarios to counter cybersecurity attacks on large-scale or-
ganizational networks. 

In this paper, we present an open-source-based testbed IT infrastructure that 
ensures network traffic and log collection for future analytics in intrusion detec-
tion, using Machine Learning (ML) and Artificial Intelligence (AI) algorithms to 
recognize anomalies. The testbed is capable of monitoring, manipulating, and 
configuring network devices and systems. Our approach follows the state-of-
the-art guidance for developing an integrated Network Operations Center 
(NOC) and Security Operation Center (SOC), as proposed by Shahjee and Ware.2 
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Related Work 

The foundations for building testbed IT networks were introduced in the 1980s 
and 1990s with the research on the first computer-based simulations. At that 
time, Keshav 3  and Doner 4 proposed the development of network simulators 
for research purposes. This was followed by the works of Bishop, 5 Hill et al.,6  
Mullins et al., 7 and Volynkin and Skormin,8 who identified the need for addi-
tional tools and techniques for teaching, testing, and research in the field of 
network security. By the end of the 1990s, this research led to the development 
of network simulators like NS-2 and OPNET Modeler (now Riverbed Modeler). 

With the rise of virtualization technology, opportunities for creating testbeds 
expanded, making it possible to introduce real environments into testbed infra-
structures, primarily due to the lower cost of implementation. Many research-
ers recognized the advantages of developing network security testbeds for test-
ing and analyzing new concepts. In 2007, Volynkin and Skormin proposed the 
use of software virtualization for designing a virtual network testbed capable of 
containing the execution of dangerous code during research and development 
experiments.8 Similar approaches were later proposed by van Heerden et al.,9 
Uramova and co-authors,10 and Bălan et al.11 

These opportunities, combined with real-world devices and services, have 
brought testbed environments into the research field of detecting anomalies in 
IT networks for countering cyber-related threats. Various testbeds have been 
created specifically to generate logs and extract network traffic data supporting 
the development and evaluation of Intrusion Detection Systems (IDS). For ex-
ample, Sharafaldin et al. 12] created a network with real devices, introducing 
various services such as firewalls, servers, user devices, and switches. This setup 
allowed them to launch different attacks and classify the extracted network 
traffic. In contrast to previous approaches, our approach uses real-world infra-
structure but also incorporates a virtual environment. Ring et al.13 proposed a 
small business infrastructure that includes web, email, file, and backup servers. 
They simulated normal user behavior using scripts and conducted various at-
tacks. Their network is connected to the internet, but the reproducibility of the 
tests is limited. In our approach, the testbed is connected to the internet, but 
the firewall filters the traffic, securing a managed testing environment. 

In 2022, Collins, Hussain, and Schwab 14 introduced a systematic approach for 
incorporating SOCs into cybersecurity experiments, including both evaluation 
and testing. They proposed a reference SOC model, and for the implementation 
of that model, they provided various software distributions suitable for deploy-
ment on cyber ranges, along with guidance and methodology for rigorous ex-
periments, including those involving human cyber operators. In our paper, we 
broaden their scope by implementing an integrated NOC and SOC focused on 
defining open-source tools for the testbed environment. 
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Open-Source Based Integrated NOC and SOC 

The introduction of NOC and SOC elements into organizational IT networks 
should provide centralized performance and security monitoring of the de-
ployed resources. Integrating NOC and SOC leverages the benefits of both ele-
ments while reducing deployment and maintenance costs. In this paper, we pro-
pose a testbed IT architecture that follows the state-of-the-art directions,2 as 
shown in Fig. 1. This architecture consists of three layers: the Data Source Layer, 
the System Management Layer, and the Service Management Layer, each with 
its own dedicated functions that manage the performance and security of the 
network. 
 

 

Figure 1: Integrated NOC and SOC architecture.2 
 
The Data Source Layer integrates all network elements and security end-

points within the infrastructure. This layer generates data points for various 
measurements and sends them to the System Management Layer in the form 
of logs and events. 

At the System Management Layer, real-time monitoring is conducted accord-
ing to the FCAPS model,15 which includes processing the collection of logs and 
events to detect faults, configuration, administration, performance, and secu-
rity issues within the network. This layer produces security-related alert events 
and passes them to the Service Management Layer. 

The Service Management Layer is the top layer, and it is responsible for deci-
sion-making. It receives input and creates a holistic overview of the network 
situation. Here, logs and events are collected, mapped, correlated, and indexed 
to assist with incident management, detection, auditing, impact analysis, and 
forecasting of future conditions and events. 
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Figure 2: Open-source based tools for integrated NOC-SOC. 
 
This layered approach to designing integrated NOC and SOC shows a clear 

path for implementing appropriate tools in each of the layers. In our testbed we 
are proposing the use of open-source tools since the IT community over the 
years has developed a robust and reliable products which can fit in every part 
of the layers. Fig. 2. shows the open-source tools in each of the layers and pre-
sets the difference between the layers and the tools that can be used. Some of 
the tools are developed to fit widely in the structure, in-between different lay-
ers but they serve the layer’s intention as they are deployed.  

Testbed IT Infrastructure 

Our proposed testbed is designed to support cybersecurity-related research. It 
is deliberately planned to accurately represent an organizational environment, 
composed of a production network and an integrated NOC and SOC built with 
open-source tools, as presented in the previous section. A high-level framework 
is shown in Fig. 3. This testbed oversees the devices in the production segment 
of the network by collecting logs and events and storing them in the integrated 
NOC and SOC. This enables the integrated NOC and SOC to create an overall 
situational awareness picture and make decisions based on various imple-
mented analytics. These decisions can later be implemented by distributing con-
figuration commands and files. The testbed anticipates the implementation of 
various types of network sensors. 
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Figure 3: High-level design of the proposed testbed network. 

 
To demonstrate the proof of concept for the proposed IT network infrastruc-

ture, we have deployed the testbed according to the architecture presented in 
Fig. 4. According Krishnamoorthi and Carleton,16 90 % of the organizations use 
Windows Active Directory in their infrastructure; therefore, our architecture is 
set on Windows Domain Services. This domain network represents the baseline 
of a production network environment that connects to the integrated NOC and 
SOC for performance and security monitoring and network resource manage-
ment. The testbed is constructed using a combination of physical devices and 
virtual machines (VMs), with the VMs distributed across two dedicated physical 
servers and open-source software solutions. Additional sensors have been stra-
tegically deployed throughout the network to facilitate in-depth research and 
analysis. These sensors play a critical role in monitoring and collecting detailed 
data points related to network activities, providing valuable insights for cyber-
security research. 

Domain Network 

The domain network within our testbed is structured around a Windows do-
main managed by Windows Server 2022 (WinSRV2022), which functions as the 
Domain Controller (DC). The DC is the central authority responsible for manag-
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ing the network, ensuring security, and providing essential services to the do-
main. Several physical client computers are integrated into this domain net-
work, allowing for a realistic simulation of an organizational environment. 

Within this domain, users are created in the Active Directory of the DC, each 
assigned specific roles that dictate their level of access to the network infra-
structure. This role-based access control is a key feature of organizational net-
works, ensuring that users have appropriate permissions aligned with their job 
functions. The centralized management of users, devices, and services within 
the Windows domain network effectively mirrors the complexities of a real-
world organizational setup, providing a robust platform for cybersecurity test-
ing and research. 
This testbed environment enables researchers to explore and experiment with 
various cybersecurity scenarios, simulating real-world conditions and threats in 
a controlled and secure setting. 
 

Figure 4: Architecture of a deployed testbed IT infrastructure. 

Services 

The testbed network is supported by several different services. These services 
include Active Directory Domain Services (AD DS), Domain Name System (DNS), 
Dynamic Host Configuration Protocol (DHCP), Group Policy, Hyper-V, Network 
Policy and Access Services (NPAS), web services, and others. These services can 
be removed, and additional services that this testbed can support can also be 
added, depending on the planned attacks that will be generated. 

Security 

Monitoring and reporting on the production network play a significant role in 
this setup. This is achieved through the implementation of an integrated NOC 
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and SOC that utilizes various tools, such as Security Information and Event Man-
agement (SIEM) via Wazuh, the log management solution Graylog Open 5.0, and 
the visualization tool Grafana. 

 Wazuh is an open-source SIEM solution that provides centralized aggrega-
tion and real-time analysis of telemetry for detecting threats and assessing 
compliance. It uses Endpoint Detection and Response (EDR) agents and col-
lects event data logs from various sources in the network, such as network 
devices, endpoints, cloud workloads, and applications, to ensure enhanced 
security. Some of its capabilities include security log analysis, vulnerability 
detection, security configuration assessment, regulatory compliance, re-
porting insights from endpoint events, alerting, and notifications. 

 Wazuh integrates with Wazuh XDR, an Extended Detection and Response 
(XDR) platform that stores telemetry data points from endpoints, network 
devices, cloud workloads, third-party APIs, and other sources for a unified 
approach to security monitoring and protection. 

 The event data is stored in OpenSearch, a distributed search and analytics 
engine. OpenSearch has the unique ability to store data in multiple loca-
tions on the network. Since logs can be voluminous, distributing them 
across multiple locations allows for faster searching. Regardless of the type 
of data, OpenSearch enables storage and analysis. 

 Graylog Open 5.0 is an open-source centralized Log Management System 
(LMS) that aggregates, organizes, and analyzes data collected from various 
devices, applications, and operating systems. Graylog Open parses the re-
ceived data by adding relevant information or extracting unnecessary de-
tails. It is highly efficient, even when handling petabytes of data, and is use-
ful for forensic investigations, threat hunting, and business analytics. 

Grafana is an open-source visualization tool that provides querying capabili-
ties, data visualization, alerting on specific data points, and investigation of met-
rics, logs, and traces stored in databases. It helps transform time-series data 
into insightful graphs and visualizations. Grafana also supports a versatile plugin 
framework that enables connections to different types of data sources, such as 
NoSQL/SQL databases, ticketing tools, or OpenSearch. 

The flow of data is presented in Fig. 5. EDRs are deployed on the endpoint 
machines and managed by the Wazuh SIEM manager, from which they receive 
configuration updates. All event logs collected from the endpoints by the EDRs 
are sent to Graylog Open LMS for parsing. Graylog Open parses the data, re-
moves unnecessary information, and adds relevant external data (e.g., IP ad-
dress location coordinates). This filtered and parsed data is sent to the Wazuh 
OpenSearch distributed system for ingestion. From this point, all relevant data 
is available in OpenSearch, and Wazuh SIEM and Grafana can be used for que-
rying, defining alerts, conducting analytics, generating reports, and creating vis-
ualizations for better understanding. 

From a security perspective, a pfSense firewall is introduced. Positioned be-
tween the networks in the testbed environment, this firewall is configured to  
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Figure 5: Flow of security-related data in the deployed testbed architecture. 
 

manage network traffic and enforce control, ensuring that malicious traffic is 
blocked from reaching other parts of the network. 

 pfSense is an open-source FreeBSD distribution that can be installed on 
commodity hardware to act as a firewall and router. It has a user-friendly 
web interface for management and includes a software package system to 
extend its capabilities. Some pfSense features include Stateful Packet In-
spection, IP/DNS-based filtering, anti-spoofing, captive portal guest net-
works, time-based rules, connection limits, NAT mapping (inbound/ out-
bound), IDS/IPS, Snort-based packet analysis, Layer 7 application detection, 
and access to emerging threats and IP block lists. 

Sensors 

In addition to the implemented monitoring and reporting via SIEM and XDR so-
lutions, sensor devices are integrated at various network locations. These sen-
sors register activities and collect logs from network traffic for future reference. 
For this purpose, the Wireshark packet analyzer and Zeek are installed on these 
sensors. 

 Wireshark is an open-source network packet analyzer that presents cap-
tured packet data in as much detail as possible. It provides an in-depth 
overview of what happens in network traffic. Wireshark has many features, 
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some of which include: capturing live packet data from a network interface, 
opening files containing packet data captured with tcpdump/WinDump, 
Wireshark, and many other packet capture programs, importing packets 
from text files containing hex dumps of packet data, displaying packets with 
very detailed protocol information, saving captured packet data, exporting 
some or all packets in a number of capture file formats, filtering packets on 
many criteria, searching for packets on many criteria, colorizing packet dis-
play based on filters, and creating various statistics. 

 Zeek is an open-source passive network traffic analyzer used as a network 
security monitor (NSM) for detecting and investigating suspicious or mali-
cious activity. Besides its usage in the security domain, Zeek supports a 
wide range of traffic analysis tasks, including performance measurement 
and troubleshooting. Zeek creates an extensive set of logs that describe 
network activity in a comprehensive way, where every connection seen on 
the wire is presented. Zeek also captures application-layer transcripts, in-
cluding all HTTP sessions with their requested URIs, MIME types, key head-
ers, and server responses; key content of SMTP sessions; SSL certificates; 
DNS requests with replies; and much more. Zeek writes all this information 
into structured tab-separated or JSON log files suitable for post-processing 
with additional software. 

Zeek is optimized for interpreting network traffic and generating logs based 
on that traffic. It is not optimized for byte matching and is not a protocol ana-
lyzer like Wireshark, which depicts every element of network traffic at the frame 
level, or a system for storing traffic in packet capture (PCAP) form. Instead, Zeek 
produces compact and high-fidelity network logs, which contribute to a better 
understanding of network traffic and usage. 

Testbed Network Monitoring Potential Demonstration 

To demonstrate the potential of the deployed testbed in cybersecurity, we con-
ducted a test on monitoring network traffic during a Command Line Injection 
Attack on the web server. The purpose of this test is to showcase the traffic 
monitoring capabilities of the proposed testbed environment, and it does not 
delve into the process of anomaly detection for intrusion, as that is not the pri-
mary focus of our paper. 

In this scenario, the attacker machine performs Command Line Injection At-
tacks on our test web page. The implemented sensors monitor network activi-
ties and collect data points. In this example, data points are collected from three 
locations: the Zeek sensor for transactional logs, the Wireshark sensor for net-
work packet data, and the Wazuh SIEM for event logging. 

Fig. 6 shows the transactional logs collected from the Zeek sensor during our 
research. Zeek’s ability to mark streams with UIDs provides a comprehensive 
way to analyze connections between different protocols in the same event. 
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Figure 6: Zeek logs captured from the command line injection attack. 
 

Fig. 7 presents the Wireshark network packet capture capabilities. This cap-
ture is rich with internal data points that, when used with tools like CICFlowMe-
ter, can be extracted and utilized for future analysis. 

 

Figure 7: Wireshark capture from Command line injection attack. 
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Fig. 8 clearly displays the event generation from the web server during the 
attack. Event monitoring, performed here using the Sysmon tool, expands the 
possibilities for monitoring events on endpoint devices and significantly aids in 
both security monitoring and performance monitoring of end-user devices. 

The captured IT network traffic from the deployed testbed environment 
demonstrates the wealth of data that can be extracted from this setup. Further-
more, it can support additional research on that data using various tools and 
approaches, such as Machine Learning (ML) and Artificial Intelligence (AI) algo-
rithms. 

 

Figure 8: Event Generation on Wazuh SIEM. 

 

Conclusions 

In this paper, we presented a testbed for an organizational Windows domain 
network managed by an integrated NOC and SOC based on open-source tools. 
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The conducted monitoring of network activities has demonstrated that the 
testbed can support the collection of various types of data points, which provide 
significant value for research in the cybersecurity domain. With monitoring im-
plemented at multiple points within the network, the testbed enables reliable 
collection of network traffic and system logs necessary for detecting anomalies 
using ML and AI algorithms. Additionally, this highlights the strengths of open-
source software as a reliable tool that can be successfully utilized for developing 
new security solutions and countering cybersecurity threats. 

Overall, the work presented in this paper establishes a solid foundation for 
conducting studies on anomaly detection for intrusion detection and provides 
guidance for future research in this area. 
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