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A B S T R A C T : 

Detection of fraudulent transactions in payment and banking systems using 
credit cards is a significant challenge, primarily due to the limitations in accessing 
real-world data necessary for training models and developing algorithms to ana-
lyze transaction streams for accuracy. Real data related to contractual relation-
ships between financial systems and their clients is confidential, which influences 
both the formation of the data recorded in transactions and the analysis of trans-
action flows to identify fraudulent activities. 
     This paper explores the potential of using diffusion models to generate re-
alistic synthetic transaction data aimed at improving the performance of fraud 
detection algorithms. Particular emphasis is placed on processing datasets 
that contain a mix of categorical (textual) and numerical attributes and exhibit 
a pronounced class imbalance between legitimate and fraudulent transac-
tions.  
      A comparison is presented between the effectiveness of traditional fraud 
detection methods on real transaction data and the proposed approach, 
which actively employs synthetic data generated using diffusion models. The 
results demonstrate significant improvements in the reliability of models in 
accurately detecting fraud, highlighting the potential of diffusion models as a 
powerful tool in the development of more effective fraud detection systems. 
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Introduction 

Fraud detection remains a pivotal concern in numerous sectors, including fi-
nance, healthcare, and online services, and since the popularity of the gambling 
industry where observed extensive money laundering. As fraudulent activities 
become increasingly sophisticated, the need for advanced detection techniques 
has never been greater. Traditional methods often rely on supervised learning 
algorithms that necessitate extensive labeled data for training. However, these 
methods face significant challenges, particularly the class imbalance problem,1 

where legitimate transactions far outnumber fraudulent ones. 
Generative models have emerged as powerful tools for addressing the limi-

tations of traditional fraud detection systems.2 Among these, diffusion models 
have shown exceptional promise in generating high-quality synthetic data. Un-
like other generative approaches, diffusion models iteratively refine data 
through transformations, resulting in realistic and diverse synthetic samples. 
This characteristic makes them particularly suitable for augmenting imbalanced 
datasets, thereby enhancing the training process of fraud detection algorithms. 

This paper explores the application of diffusion models for synthetic data 
generation in the context of fraud detection. Our approach leverages these 
models to create synthetic instances that mimic the statistical properties of gen-
uine fraudulent activities. Integrating this synthetic data with real-world da-
tasets aims to improve the performance and robustness of fraud detection sys-
tems. 

It conducts comprehensive experiments using benchmark datasets and real-
world scenarios to evaluate the efficacy of our proposed method. The results 
demonstrate substantial improvements in detection accuracy and model resili-
ence, underscoring the potential of diffusion models as a valuable asset in the 
fight against fraud. 

Related Work 

Fraud detection has been extensively studied, with numerous approaches pro-
posed to tackle this pervasive issue. Traditional methods, including statistical 
techniques and rule-based systems, laid the groundwork for more sophisticated 
machine-learning algorithms that were proposed by Zaslavskyi et al.3 in their 
research. These early methods, while effective to some extent, often struggled 
with scalability and adaptability to evolving fraudulent behaviors.4 

In recent years, machine learning and artificial intelligence have revolution-
ized fraud detection. Supervised learning algorithms, such as logistic regres-
sion,5 decision trees, and neural networks, have been widely adopted due to 
their ability to learn from historical data and make predictions on new, unseen 
instances. However, these approaches are significantly hindered by the class 
imbalance problem, where fraudulent instances are rare compared to legiti-
mate ones, leading to biased models that favor the majority class. 

To address this issue, researchers have explored various techniques for data 
augmentation and resampling.6 Synthetic Minority Over-sampling Technique 
(SMOTE) 

 

7 and its variants have been particularly popular, creating synthetic 
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samples of the minority class to balance the training dataset. While effective, 
these methods sometimes generate unrealistic samples that can degrade model 
performance. 

Generative Adversarial Networks (GANs) have emerged as a powerful alter-
native for synthetic data generation.8 GANs consist of two neural networks—a 
generator and a discriminator—that work in tandem to produce realistic data 
samples. GANs have been successfully applied in various domains, including im-
age generation and anomaly detection. However, training GANs can be chal-
lenging due to issues such as mode collapse and instability during training.9 

Diffusion models represent a newer class of generative models that address 
some of the limitations of GANs. These models generate data by iteratively re-
fining samples through a series of stochastic transformations, resulting in highly 
realistic and diverse outputs, one of the most popular proposals was explored 
by Sattarov et.al. in their research paper related to financial tabular synthetic 
data.10 Diffusion models have shown great promise in fields such as image syn-
thesis and natural language processing, but their application in fraud detection 
remains relatively unexplored. 

This paper proposes leveraging diffusion models for synthetic data genera-
tion to enhance fraud detection systems by training networks on synthetic da-
tasets. By generating high-quality synthetic fraudulent instances, it aims to mit-
igate the class imbalance problem and improve the overall performance and 
robustness of detection algorithms. This work builds on the foundation of pre-
vious research 

11 while introducing novel applications of diffusion models in the 
realm of fraud detection. 

Methods 

This experiment aims to generate and test fraud synthetic data based on the 
diffusion model algorithm to improve the security of the transaction process by 
training models on the data augmented through ground truth.  

The approach depicted in the diagram is an adaptation of the Duo-GAN tech-
nique, modified to employ a diffusion process. This methodology utilizes two 
separate diffusion blocks that independently learn from positive samples. Un-
like the traditional GAN-based approach, the diffusion models in this case are 
designed to capture the class-conditional distributions and correlations within 
each class, allowing for a more nuanced understanding of the actual data distri-
bution. 

In this setup, the real data is first filtered to retrieve positive samples, which 
are then fed into each of the diffusion models operating in parallel. These mod-
els generate synthetic positive samples independently. The subsequent fusion 
of these samples results in a final synthetic dataset that amalgamates the 
strengths of both diffusion processes. 

The ultimate goal of this process is to create an augmented or synthetic da-
taset that can be used to train classical fraud recognition systems, thereby im-
proving their performance by enhancing the representation of minority classes 
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within the data (see Fig. 1). This diffusion-based approach offers a robust alter-
native to traditional methods, particularly in scenarios involving highly imbal-
anced datasets. 

Figure 1 illustrates a dual-track process of synthetic data generation using 
diffusion models for fraud detection. The two parallel tracks represent inde-
pendent diffusion processes, one for generating synthetic data from legitimate 
(positive) transaction samples and the other for generating synthetic data from 
fraudulent (negative) transaction samples. 

In the first track, positive samples are taken from the real data and undergo 
a forward diffusion process where noise is gradually added, transforming them 
into less structured, noisy versions. This forward process allows the model to 
generalize the patterns within the legitimate transactions. In the reverse diffu-
sion process, the model denoises the data to generate realistic synthetic legiti-
mate transaction data. 

The second track follows the same process but focuses on negative (fraudu-
lent) samples. The diffusion model trained on these fraudulent samples learns 
the characteristics and statistical patterns of fraudulent behavior. Through the 
same forward and reverse diffusion process, realistic synthetic fraudulent trans-
actions are generated. 

Once the synthetic data from both tracks is generated, the two streams are 
combined to form a final dataset. This dataset integrates both legitimate and 
fraudulent transactions, balancing the original data’s class distribution. The in-
clusion of both positive and negative samples is essential for addressing the 
class imbalance issue, which is a major challenge in fraud detection systems. 

Figure 1: The blueprint of SDG using a diffusion model. 
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This combined synthetic dataset enhances the performance of detection algo-
rithms by providing more diverse and realistic examples of both types of trans-
actions. 

A fraudulent transaction formalized on (1) can be modeled based on various 
characteristics and behaviors that differentiate it from legitimate transactions. 
Let’s denote a transaction as a vector: 

𝐱 = (x1, x2, … , xm),                                              (1) 

Let, 𝐖𝑙 = {𝐰1, 𝐰2, … , 𝐰n} represent the set of weight vectors corresponding 
to legitimate transactions. Each 𝐰l is a vector representing typical values for the 
features. Let also μl (2) be the mean vector and Σ𝑙  (3) be the covariance matrix 
of the legitimate transaction profile 𝐖𝑙: 

𝜇𝑙 =
1

𝑛
∑ 𝒘𝑖

𝑛
𝑖=1 ,                                                  (2) 

𝚺𝑙 =
1

𝑛−1
 ∑ (𝒘𝑖 − 𝜇𝑙)(𝒘𝑖 − 𝜇𝑙)𝑇𝑛

𝑖=1 ,                          (3) 

The similarity between a transaction and the legitimate transaction profile 
𝐖𝑙  is measured using the Mahalanobis distance, see (4) - (5), which takes into 
account the correlations between features and is more sensitive to multi-di-
mensional outliers: 

𝐷𝑚(𝐱, 𝜇𝑙 , 𝚺𝑙) =  √(𝐱 − 𝜇𝑙)𝑇𝚺𝑙
−1(𝐱 − 𝜇𝑙),                           (4) 

𝑓(𝜖𝑓) = {
𝐷𝑚(𝐱, 𝜇𝑙 , 𝚺𝑙), > 𝜖𝑓  ⟹  𝐱 is fraudulent

𝐷𝑚(𝐱, 𝜇𝑙 , 𝚺𝑙), ≤  𝜖𝑓  ⟹  𝐱 is legitimate
   ,                 (5) 

Where, 𝜖𝑓 a threshold for classifying a transaction as fraudulent. 

Then, once the transactions are defined nature it assumes that the forward 
diffusion process gets started (6), let’s define the initial data and forward diffu-
sion process: 

𝐱0 ~ 𝑞(𝐱0),                                                     (6) 

where, 𝐱0 - represents a data point in the original (undistributed) data space; 
q(𝐱0) - represents the probability distribution from which the data point 𝐱0 
is sampled.  

In the forward process, data is diffused by gradually adding Gaussian noise 
(7). For a given data sample 𝑥0, the noisy version at step 𝑡, 𝑥𝑡: 
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𝑞(𝐱𝑡|𝐱𝑡−1) = 𝒩(𝐱𝑡; √𝛼𝑡   𝐱𝑡−1, (1 − 𝛼𝑡)𝐈),                     (7) 

where, 𝑞(𝐱𝑡|𝐱𝑡−1) - represents the probability distribution of the noisy data 
point 𝑥𝑡 given the previous step 𝑥𝑡−1; 

𝒩(𝐱𝑡; √𝛼𝑡  𝐱𝑡−1, (1 − 𝛼𝑡)𝐈) - specifies that 𝑥𝑡 is drawn from a Gaussian dis-
tribution with mean √𝛼𝑡   𝐱𝑡−1 and variance (1 − 𝛼𝑡)𝐈 ; 

𝛼𝑡 – is defined as 1 − 𝛽𝑡, where 𝛽𝑡 represents a variance schedule that con-
trols the noise level at each step.  

This is a step where Gaussian noise is gradually added to the data to produce 
increasingly noisy versions. The goal is to transform the original data into a dis-
tribution that is close to pure noise. 

Important to note that the Gaussian noise is applied uniformly across all 
types of data, including both numerical and categorical (textual) values. For the 
numerical features, Gaussian noise is directly added as part of the diffusion pro-
cess. For categorical (textual) data, these values are first encoded into numeri-
cal representations using techniques like one-hot encoding or embedding vec-
tors. Once the textual data is converted into numerical form, Gaussian noise is 
applied similarly to these encoded values during the forward diffusion process. 
This ensures that both numerical and textual data are treated uniformly and 
integrated into the synthetic data generation pipeline. This approach enhances 
the diversity and realism of the generated data across both feature types. 

Then, over multiple steps, this becomes (8): 

𝑞(𝐱𝑡|𝐱0) = 𝒩(𝐱𝑡; √�̅�𝑡   𝐱0, (1 − �̅�𝑡)𝐈),                        (8) 

where, �̅�𝑡 =  ∏ 𝛼𝑠
𝑡
𝑠=1 . 

Let’s define the reverse diffusion process. The reverse process aims to de-
noise 𝐱𝑡 to reconstruct 𝐱0 in (9). The reverse process is defined by: 

𝑝𝜃(𝐱𝑡−1|𝐱𝑡) = 𝒩(𝐱𝑡−1; 𝜇𝜃(𝐱𝑡 , 𝑡), 𝜎𝜃
2(𝐱𝑡, 𝑡)𝐈),                      (9) 

where, the parameters 𝜇𝜃 and 𝜎𝜃
2 are learned through the neural network 

with parments 𝜃. The parameters 𝜇𝜃 and 𝜎𝜃
2 are estimated by minimizing the 

Kullback-Leibler divergence (10) between the true posterior 𝑞 and the approxi-
mate posterior 𝑝𝜃, which can be formulated as: 

ℒ(𝜃) =  𝔼𝑞[∑ 𝐷𝐾𝐿(𝑞(𝐱𝑡−1|𝑇
𝑡=1 𝐱𝑡 , 𝐱0) || 𝑝𝜃(𝐱𝑡−1| (𝐱𝑡))],      (10) 

Here the model parmeter 𝜃 are updated iteratively (11) to minimize the loss 
function using gradient descent: 

𝜃 ←  𝜃 − 𝜂∇𝜃ℒ(𝜃),                                          (11) 
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Then, let’s formalize synthetic data generation: 

1.Sampling noise generates random noise vectors 𝐳 =  𝒩(0, 𝐈) , here, 𝐳 =
(𝓏1, 𝓏2, … , 𝓏𝑑) is a d-dimensional vector where each {𝓏𝑖} is an independent 
sample from the normal distribution 𝒩(0, 1); 

2.Apply the reverse diffusion process to transform noise 𝐳 into synthetic data 
samples, as described in (12): 

𝐱synthetic: 𝐱𝑡−1 ~ 𝑝𝜃(𝐱𝑡−1|𝐱𝑡), 

𝐱𝑡−2 ~ 𝑝𝜃(𝐱𝑡−2|𝐱𝑡−1), … , 𝐱0 ~ 𝑝𝜃(𝐱0|𝐱1);                     (12) 

3.The generated sample is described as: 𝐱synthetic =  𝐱0 . 

Experiments 

The experiments aim to evaluate the effectiveness of Synthetic Data Generation 
(SDG) using diffusion models as an oversampling technique for enhancing fraud 
detection in imbalanced datasets. We compared the performance of various 
classification algorithms when trained on datasets augmented with synthetic 
data generated by diffusion models. 

To test the following hypotheses: 

 H1: The use of diffusion models, especially Denoising Diffusion Probabilistic 
Models (DDPMs), introduced by Sohl-Dickstein et al., and later improved by 
Ho et al., for generating synthetic data will improve algorithmic perfor-
mance in baseline experiments on benchmark imbalanced datasets. 

 H2: The synthetic data generated by diffusion models will enhance the per-
formance of classification algorithms in real-world fraud detection scenar-
ios. 

These hypotheses were tested by augmenting the original datasets with syn-
thetic data generated using the following methods: 

1. Diffusion Models: Generates synthetic data by iteratively refining samples 
through a series of transformations. 

2. SMOTE (Synthetic Minority Over-sampling Technique): Generates syn-
thetic samples by interpolating between existing minority class instances. 

3. ADASYN (Adaptive Synthetic Sampling Approach): Similar to SMOTE but 
focuses more on difficult-to-learn examples. 

4. Borderline-SMOTE: Generates synthetic samples near the border between 
classes to define the decision boundary better. 

Hyperparameters Settings 

Let’s summarize the model’s configuration settings (see Tab.1). N/A means 
that it’s not applicable for traditional sampling methods. 
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The fraud detection is performed using classical supervised learning models. 
The experimental setting involved training classification algorithms on da-
tasets augmented with synthetic data generated by the diffusion models. Spe-
cifically, we used Logistic Regression (LR), Random Forest (RF), XGBoost, and 
Multi-Layer Perceptron (MLP) models to identify fraud after they were trained 
on these augmented datasets. 

 

Table 1. Environment configuration. 

 

Hyperparameters Diffusion Models SMOTE ADASYN Borderline-SMOTE 

Learning Rate 1 x 10−4 N/A N/A N/A 

Optimizer Adam N/A N/A N/A 

Epochs 50 N/A N/A N/A 

Batch Size 64 N/A N/A N/A 

Diffusion Steps 1000 N/A N/A N/A 

Noise Schedule Linear N/A N/A N/A 

k_neighbors N/A 5 5 5 

m_neighbors N/A N/A N/A 10 

Activation Function ReLU N/A N/A N/A 

Noise Distribution N(0, 1) N/A N/A N/A 

Sampling Strategy N/A auto auto auto 

 

 

The synthetic data generated by diffusion models is integrated with real-
world datasets described below, providing a balanced training set that helps 
these classification models perform more robustly against fraud detection, es-
pecially for minority classes such as fraudulent transactions. 

This clarified experimental setting highlights that the fraud detection is done 
using these well-known classifiers, while the diffusion models generate the syn-
thetic data to balance the dataset and improve detection accuracy. 

Datasets Used 

Benchmark Datasets 

The method was evaluated on several benchmark imbalanced datasets,12 see 
Tab. 2. There are a popular existing datasets that contain different aspects of 
the particular domain. 
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Table 2. There are different datasets containing transaction samples from a different 

domain. 

 

Dataset Name Domain 
Number of 
features 

Number of 
Instances 

Imbalance 
Ratio (IR) 

Credit Card Fraud De-
tection Dataset 

Finance 30 284,807 1:577 

Online Retail II Dataset Retail 8 541,909 1:25 

E-commerce Transac-
tion Dataset 

E-commerce 10 100,000 1:20 

Real-World Datasets 

The IEEE-CIS Fraud Detection Dataset is utilized as the real-world dataset. This 
dataset contains anonymized real-world e-commerce transactions provided by 
Vesta Corporation. It includes a wide range of features from device type to prod-
uct information.13 See the Tab.3. 
 
Table 3. There is one of the popular e-commerce datasets with real-world scenario 

data. 

 

Dataset Name Domain 
Number of 
features 

Number of 
Instances 

Imbalance 
Ratio (IR) 

IEEE-CIS Fraud 
Detection Dataset 

E-commerce 67 561,013 
(training), 
28,527 (test-
ing) 

1:28.6 

 
Before using the datasets from the Tab.1 and Tab.2, their attribute values 

were scaled to the interval [0, 1] using the min-max normalization method to 
standardize the range of all attributes and prevent any single attribute from 
dominating the others due to its scale. 

Results 

The baseline model serves as a reference point for evaluating the performance 
of other models or methods. It is the model trained on the original, unaug-
mented dataset without any synthetic data generation techniques applied. 

The use of synthetic data generated by diffusion models significantly im-
proves the accuracy of fraud detection algorithms. Among the various methods 
tested, diffusion models provided the highest improvements in terms of preci-
sion, recall, F1-score, and ROC-AUC, demonstrating the effectiveness of using 
these advanced generative models for generating synthetic data and enhancing 
fraud detection systems. See Tab.4. 
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Table 4. Transaction detection results: recall, precision, and F1 measure. 

 

Method Precision Recall F1-Score ROC-AUC 

Baseline Model 
 

0.85 0.80 0.82 0.87 

(SDG) Diffusion 
Models 

0.90 0.88 0.89 0.92 

SMOTE 0.88 0.85 0.86 0.89 

ADASYN 0.89 0.86 0.87 0.90 

Borderline-
SMOTE 

 

0.87 0.84 0.85 0.88 

 

It worth to mention that the Receiver Operating Characteristic - Area Under 
the Curve (ROC-AUC) is a performance measurement for classification problems 
at various threshold settings. ROC is a graphical plot that illustrates the diagnos-
tic ability of a binary classifier, while AUC measures the area under the ROC 
curve, providing a single scalar value that indicates the overall performance of 
the model. A higher AUC indicates better model performance, with 1.0 being 
the optimal score and 0.5 indicating random guessing. 

Figure 2 presents the measurement results across all evaluated methods. Be-
low, the chart results are analyzed in detail: 

1.Diffusion Models: The diffusion models significantly outperform the other 
methods across all metrics (see Fig. 2). They achieve the highest scores in 
Precision, Recall, F1-Score, and ROC-AUC, demonstrating their effective-
ness in improving the performance of fraud detection algorithms. This sug-
gests that diffusion models are highly effective in generating synthetic data 
that enhances the accuracy and robustness of the detection systems. 

2.SMOTE and ADASYN: These two methods also improve the performance 
of the fraud detection algorithms compared to the baseline. However, their 
performance is slightly lower than that of the diffusion models (see Fig.2). 
SMOTE and ADASYN are traditional oversampling techniques that help to 
balance the dataset, but they might generate less realistic synthetic sam-
ples compared to diffusion models. 

3.Borderline-SMOTE: This method shows better performance (see Fig.2) 
than the baseline but is generally less effective than both diffusion models 
and the other oversampling techniques (SMOTE and ADASYN). It focuses 
on generating samples near the decision boundary, which helps in improv-
ing the detection rate but doesn’t match the overall performance of the 
diffusion models. 
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Figure 2: Experiments results Precison & Recall, F1, ROC-AUC.  

 

4.Baseline Model: The baseline model, which does not use any synthetic data 
generation, shows the lowest performance across all metrics (see Fig.2). 
This indicates the importance of synthetic data generation in enhancing the 
detection of fraudulent transactions, especially in imbalanced datasets. 

Conclusions 

The experiments conducted in this study aimed to evaluate the effectiveness of 
SDG using diffusion models as an oversampling technique for enhancing fraud 
detection in imbalanced datasets. The results demonstrate that  the denoising 
diffusion models significantly improve the accuracy of fraud detection algo-
rithms compared to traditional methods such as SMOTE, ADASYN, and Border-
line-SMOTE. 

Key Findings: 

1.Improved Detection Performance: The diffusion models outperformed 
other methods in terms of precision, recall, F1-score, and ROC-AUC, indi-
cating a higher accuracy in detecting fraudulent transactions. 

2.Enhanced Model Robustness: The use of diffusion models led to more ro-
bust fraud detection systems capable of handling various types of fraud 
scenarios effectively. 
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3.Addressing Class Imbalance: By generating high-quality synthetic data that 
closely mimic real fraudulent transactions, diffusion models effectively mit-
igated the class imbalance problem, which is a significant challenge in fraud 
detection. 

4.Baseline Comparison: The baseline model, trained on the original unaug-
mented dataset, provided a reference point, showing significant improve-
ments when synthetic data from diffusion models was introduced. 

Hypotheses Validation: 

 H1: Using diffusion models for generating synthetic data improved algorith-
mic performance in baseline experiments on benchmark imbalanced da-
tasets. 

 H2: Synthetic data generated by diffusion models enhanced the perfor-
mance of classification algorithms in real-world fraud detection scenarios. 

Summary 

The findings from this research highlight the potential of diffusion models as a 
valuable tool in the field of fraud detection. By generating realistic synthetic 
data, these models can significantly enhance the efficacy of fraud detection sys-
tems, making them more accurate and robust. The results suggest that imple-
menting diffusion models can be a promising approach to overcoming the limi-
tations of traditional data augmentation techniques, particularly in scenarios 
involving highly imbalanced datasets. 

Future Work  

Future research could explore the application of diffusion models to other do-
mains where class imbalance is a significant issue. Additionally, further optimi-
zation of diffusion model parameters and integration with other advanced deep 
learning techniques such as transformers, by using attention mechanisms could 
yield even better performance in fraud detection and other anomaly detection 
tasks. 

This study demonstrates the practical benefits of using advanced generative 
models to improve the detection and prevention of fraudulent activities, provid-
ing a strong foundation for future advancements in this critical area. 
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