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A B S T R A C T : 

A primary task of information security in modern organisations is to ensure 
the safety of their information assets. The most effective method is to develop 
and implement an information security system (ISS) that is designed for a spe-
cific organisation and meets the organisation-specific requirements. Two 
methods for creating ISS are considered in the article – development of a com-
plex ISS through systems analysis and the authors’ method for the develop-
ment of organisational ISS. These methods consider different viewpoints on 
the system. An example is given with Information Security Viewpoint and re-
lated concepts such as “Incident,” “Breach,” “Vulnerability,” “Threats,” 
“Threat Sources,” and a “Threat Agent” with taking the human factor in ac-
count. As the behaviour of employees in relation to the adopted information 
security policy cannot be predicted, it is necessary to foresee some measures 
in the process of designing the system. 
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Introduction 

Modern organizations, regardless of their size and structure, handle a huge 
amount of information - patents, commercial information such as customer and 
supplier lists, intellectual property, and know-how.1 This information forms 
their competitive advantage and is vital to their existence. It can be said that 
such information is the most valuable asset they have. Regardless of its form - 
electronic or physical, it is vital for organizations to protect it from tampering, 
leakage, or alteration. In addition to traditional external threats, information 
assets must also be protected from inside threats. Such are employees with ac-
cess to sensitive information and suppliers of raw materials, as well as services 
having access to the organization’s resources. Ensuring the safety of assets is 
the task of Information Security (IS). For this purpose, each information asset 
must be considered alongside the risk associated with its loss, as well as with its 
value. Modern organizations have specific business models. They must cover 
different normative and regulatory requirements, as well as the respective re-
quirements for IS. For this reason, it is not appropriate to use universal IS solu-
tions. The most effective method is to develop and implement an information 
security system (ISS) that is designed for the specific organization, with detailed 
requirements for its needs. Designing an effective ISS is vital for national secu-
rity, critical infrastructure, and governments.2 

Research Question 

Traditional cybersecurity methods consider the human factor as a threat agent 
entirely external to the system. The current state of information security clearly 
shows that a significant part of threats is hidden and located inside the pro-
tected network of the organization. In this article, we consider applying a new 
approach to the human factor in the design of information security systems as 
internal to an organization. For the purposes of the article, we limit ourselves 
to precisely this internal threat, which traditional information security systems 
ignore. 

Methods 

In the present study, we use the following two methods: Development of com-
plex ISS through systems analysis and method for development of ISS in organ-
isations. 

Development of Complex ISS through Systems Analysis 

System analysis is the process of clarifying the problems that the designed ISS 
must solve, unambiguously defining the goals, and making an assessment of the 
value of the system in relation to the protected assets - risk analysis. The next 
stage is the determination of priorities in the development process, including 
the selection of the development methodology and the relevant technologies 
to satisfy the system requirements.3, 4 

System analysis involves the identification of several main components and 
relationships between them: 
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1.Problem area (PA) - the area in which ISS problems are solved; 

2.Implementation environment - the conditions under which the ISS is imple-
mented; 

3.Problem – design and implementation of ISS, solving a specific problem in 
a specific environment; 

4.Stages – The different stages of the ISS development; 

5.Constructing various models in the ISS design process; 

6.Transformation of the models; 

The stages of ISS development include: 

1.Defining the requirements for the ISS, based on the requirements of the 
various participants; 

2.Determining possible risks according to users’ understanding; 

3.Analysis - research of the PA from different perspectives; 

4.Design of the ISS structure; 

5.Clarification of the processes in the ISS; 

6. Implementation – aligning ISS technologies, structure and processes with 
the chosen development environment. 

For the realization of the necessary ISS, the following models are con-
structed: 

1.Risk model, based on the estimated cost of protecting information and in-
frastructure assets and their cost; 

2.Model of the ISS area, based on analysis of the PA; 

3.Project model - architecture and functionality of ISS; 

4. Implementation model of the designed ISS - depends on the selected plat-
form and the conditions under which the ISS operates. 

Method for Development of Organisational ISS 

A method for designing ISS in organisations, developed by the author (ig), aims 
to bring together the requirements of different stakeholders.5,6  The method 
uses the principles of conceptual modelling through which different viewpoints 
can be represented. The method ensures the unification of communication be-
tween different participants. 

The following phases (Fig.1) are characteristic of the method: 

1.Constructing a framework for the architectural description of the ISS. The 
framework is formed based on IEEE 1471 7, 8  and IEEE 42010 9 standards. 

2.Determining the requirements to the system from different viewpoints by 
analysing PA of the ISS. 

3.Unification of the requirements, respective viewpoints towards the system. 
As a result, two conceptual models of the PA are formed – a generalized 
and a detailed one. 
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4.Integration of the created conceptual models. 

5.Construction of a new object-oriented design model as a result of the trans-
formation of the conceptual model of PA 

6.Final construction of two new models – implementation model (object-ori-
ented) and simulation model (agent-based) from the design model. 

Figure 1: Method for information security system development. 

 

Through the method for development of ISS in organizations, an unlimited 
number of viewpoints can be defined, reflecting the requirements of the various 
interested parties (stakeholders). Such are, for example:  

 Viewpoint Risk analysis - the requirements for ISS are determined after the 
risk analysis;  

•  Information processing perspective – takes into account the main types of 
data (data-in-motion, data-in-use and data-at-rest). 

• Communication viewpoint - takes into account the types of communication 
in the ISS, determining the priorities in the protection of information; 

•  A technological perspective. It brings together the technologies and protec-
tion platforms used, together with different approaches such as object-ori-
ented approach and agent approach; 

•  Information Security Perspective - brings together some basic IS concepts 
such as Vulnerabilities, Sources, Threats and Motivation. This includes the 
main approaches for implementing IS in organizations; 
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In the next section, we take a detailed look at the Information Security Per-
spective. 

Fig.2 shows a conceptual model of an attack from the Information Security 
Viewpoint and related concepts such as “Incident,” “Breach,” “Vulnerability,” 
“Threats,” “Threat Sources,” and “Threat Agent”: 

 

Information Security Perspective 

 

Figure 2: Basic IS concepts. 

 

  “Incident” is an event compromising the Confidentiality, Integrity or Avail-
ability of Information Assets. 

 In “Breach” we have an incident leading to a confirmed disclosure of data 
to an unauthorized party.12, 13 

 “Vulnerability” is a weakness of the relevant asset or system, which is used 
by a threat source to achieve certain goals - a security breach or a violation 
of security procedures.10, 13, 15, 1 

 “Threat” is the ability of the threat source to exploit a specific vulnerability, 
which leads to a security breach, data destruction, service interruption or 
violation of security procedures.10, 11, 14, 16   
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 “Threat Agent” – A threat agent is any person who acts or has the power to 
act, cause, transmit, or sustain a threat. 

 “Threat Source” – The cause of a threat to information security. 

 “Attack” – Any attempt to gain unauthorized access to an information asset 
through a targeted action that exploits a specific vulnerability from the 
threat source and commits a security breach resulting in a security incident. 
The goal of the attack is usually the unauthorized alteration, theft or de-
struction of informational or physical assets.13, 14 

One of the most important components of risk analysis is threat assessment. 
It allows the protection of vital (critical) assets and resources, reducing the like-
lihood that they will be ignored. 

Threats, Vectors, Targets, Threat Nature 
Successfully countering threats requires an analysis that considers the possible 
elements of the threat and their impact. Threats in an information environment 
are related to specific vulnerabilities of the environment through which the 
source and, respectively, the threat agent can carry out an attack on the assets. 
Threats vary in their source, direction, nature, and outcome. A number of fac-
tors should be taken into account for their assessment: 12 

• Sources and threat agents; 

• Motivation of threat agents; 

• Threat vector; 

• Nature of the threat; 

• Targets of the threat; 

• Impact of the threat.  

The direction or vector of the threat is determined by the threat source and 
the path to reach the target. Such, for example, can be an attack by a hacker on 
a corporate network—the so-called “fishing”—an email or advertisement with 
a link to a malicious page sent to an employee. To identify potential threat vec-
tors, a list of different types of threats, their source, and their target can be 
compiled (Table 1) using any combination of the three possible methods. 

According to the direction (vector), the threats can be divided into external 
and internal. 

External Threats 

When the attack is from the outside and is directed against the information in-
frastructure of the organization, we have an External threat. In the case of ex-
ternal threats, the attacking party uses the principle of the weakest link - looking 
for gaps in the defence through which it is possible to penetrate the internal 
network. Next is taking control of information assets. As an example can be 
given DoS and DDoS attacks, Worms, Trojans, Botnets, Code Injection Attacks, 
Remote File Inclusion, and Exploit-driven attacks. 
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Table 1. Types of threats, sources, and targets. 

Threat Source Target 

Abuse 

Denial of service 

Interruption 

Theft 

Exposure 

Data loss 

Partial deletion 

Complete deletion 

Unauthorized change 

Illegal addition 

Espionage 

Fraud 

Identity spoofing 

Malfunction 

Error 

Physical impact 

Employee 

Consultant 

Supplier 

System integrator 

Reseller 

Service provider 

Hygiene staff 

Insider 

External support 

Terrorists 

Internet attack 

Software bug 

Malware 

Accident 

Natural causes 

Time 

Intellectual property (IP) 

Personally Identifiable Information  

Trade secret 

Personal Health Information 

Credit card numbers 

Financial information 

Social Security Numbers 

Documents 

Data 

Computer 

Network 

Operating system 

Applications 

Voice communication 

Confidentiality 

Productivity 

 

Internal Threats 

When an insider to the organization, such as an employee, partner, or supplier 
with authorized access to sensitive information or system, abuses that access in 
violation of the accepted information security policy, leading to negative conse-
quences for the organization, an incident occurs, which is classified as an insider 
threat. Abuse can be intentional or accidental. Insider threats are unpredictable 
and pose a serious challenge to traditional IT security measures. Insider threats 
can be attributed to incidents such as electronic identity theft, negligent behav-
iour by employees and outside contractors, malicious users, and overly strict 
security policies – “Security Fatigue.” 

According to their source, insider threats can be divided as follows:  

Humans as an Insider Threat 

Due to their tense daily lives, employees may become careless in their daily 
work, leading to security incidents. On the other hand, it is possible for them to 
intentionally violate the security policy and cause harm, as well as become the 
target of a hacker attack. Employees only pose a serious insider threat if they 
have access to sensitive information or systems critical to the organization’s se-
curity. It is, therefore, critical to classify different types of users and profile them 
according to the risk they pose to the organization. The following categories of 
employees can be distinguished: 

 Ordinary users with access to sensitive data. 
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 Privileged users – users with full access to the organization’s resources, for 
example, system administrators 

 External suppliers - suppliers external to the company, having access to its 
resources; 

Ordinary users pose the greatest security risk to the organization due to their 
larger numbers compared to those of privileged and external vendors, which 
results in a higher overall security risk. Unlike the other categories of employ-
ees, ordinary users also carry a greater risk due to the lack of knowledge and 
skills to prevent accidents.13 Therefore, in the information security policy in 
modern organizations, in addition to technical, organisational, and legal 
measures, employee training to increase their information security awareness 
is needed,18, 14, 15 as well as the provision of modern training environments,16 are 
mandatory.  

User Activity 

The most common insider threat vector is caused by the diverse daily activity 
of employees, consisting of a huge number of actions and operations. This 
makes it virtually impossible to detect unauthorized or risky activities. For this 
purpose, it is necessary for the organization to have modern means of infor-
mation protection, monitoring, and possibly blocking suspicious actions that 
carry the risk of leakage of sensitive information, regardless of the type of threat 
- internal or external.  

Business Applications 

Business applications used by employees on a daily basis are a serious source 
of risks because of their access to sensitive data. In addition to specialized busi-
ness applications, many additional applications are used in everyday work - of-
fice suites, cloud services, communication applications and many others. They 
represent a source of high risk for the organization. 

Threat Sources, Agents, and Motivation 

A “Тhreat agent” is any organization, group, or individual that can cause or 
maintain a threat to the organization’s information assets. Threat agents carry 
out attacks by exploiting system vulnerabilities. By its nature, the damage can 
be alteration, leaking or deleting data, taking control of information systems, 
exploiting information assets, blocking the normal operation of business-critical 
systems, etc.1, 10, 16 The sources of threat and their motivation are different in 
nature, but most often they are related to the human factor. 

Some of the typical cyber threat agents are shown in Table2: 

Hackers and Hacktivists. Traditionally, hackers aim to compromise or destroy 
an organization’s IT resources or seek financial gain by stealing sensitive infor-
mation. Hacktivism is a new trend among threat actors. Hacktivists are socially 
or politically motivated individuals who use attacks on information systems to 
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protest or promote a particular cause. Their usual target is public websites of 
media and government institutions. 

Cybercriminals. These types of threat agents are highly skilled and hostile in 
nature. Their motivation is financial. 

Cyber-Terrorists. The motivation of terrorists is usually political or religious. 
Their preferred targets are objects of the critical infrastructure that have the 
potential to cause serious harm and corresponding impact on society. 

Corporations. The motivation of this type of agents is to steal know-how, 
commercial, and financial information. Corporations possess significant re-
sources of a technological and human nature that make them very dangerous. 
 
Table 2. Threat agents and their motivation. 

Threat Agent Motivation Method Organization 

Hackers, 

Hacktivists 

 

 

 

Cybercriminals 

 

 

 

 

 

Cyber terrorists 

 

 

 

 

 

Corporations 

 

 

 

 

Insiders 

Challenge, 

Protest 

Cause 

 

 

Destruction, 

Disclosure of 
information,  

Profit, 

Deceive 

 

Extortion,  

Destruction, 

Exploitation, 

Revenge. 

 

 

Economic 

Advantage, 

Industrial  

Espionage 

 

Profit, Extor-
tion, 

Revenge 

Social engineer-
ing, 

Penetration, 

Fishing 

 

Computer Crime, 

Identity theft, 

Interception, 

Fraud, Misuse, 

Penetration 

 

Info warfare,  

System attack, 

Penetration, 

System tamper-
ing.  

 

Data Theft, 

Social engineer-
ing, 

Penetration 

 

Data Theft, 

Abuse, Access, 

Sabotage 

Commercial, 

Administrative, 

Public 

 

 

Commercial, 

Manufacture, 

Administrative, 

Public 

 

 

Commercial, 

Manufacture, 

Scientific, 

Administrative, 

Public 

 

Commercial, 

Manufacture, 

Scientific 
 

 

Commercial, 

Manufacture, 

Administrative 
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Unscrupulous employees. These are usually employees with access to critical 
resources for the organization. They are particularly dangerous due to the fact 
that they are already in a protected environment and have practically legally 
overcome all traditional protection measures. New methods are needed for 
their prevention, such as Data Leak Prevention (DLP) platforms. These agents 
have a variety of motivations – negligence, displeasure, malice, and financial 
gain. 

Governments. These are the most powerful types of threat agents. Their mo-
tivation is geo-political and economic or a combination of both. Their goals are 
securing a strategic advantage, dominance in certain sectors, and advancing 
state interests. Detailed information about this type of agents can be found in 
specialized lists and libraries such as NIST Threat Sources, Intel Threat Library, 
FAIR Threat Communities, VERIS Threat Agent Categories, OWASP Threat Agent 
Groups, etc.14 

Attacks and Countermeasures 

An attack is a process where the threat source takes a targeted action that ex-
ploits a specific vulnerability to compromise the security of an asset through 
disclosure, alteration, theft, destruction, unauthorized access, or unauthorized 
use. The attack is a sequence of purposeful actions performed by the threat 
source by exploiting a specific vulnerability. The purpose is to compromise the 
security of an asset by destroying, altering, or unauthorized access to the asset. 
The different types can be categorized into the following categories: 

• Interception; 

• Interruption; 

• Modification; 

• Fabrication. 

To neutralize the threats, a set of measures called approaches to information 
security (AIS) can be used. AIS can be a procedure, process, or group of actions 
taken to protect information assets, neutralize threats, as well as recovery ac-
tions. These approaches can be both technological and organizational and are 
applied in accordance with the specifics of the organization’s activities. AIS can 
be grouped into several categories according to the time of their action: 

• Preventive – Eliminate potential threats before they take advantage of a 
given vulnerability; 

• Detectable – Detect and warn of attacks in real-time, at the moment of 
their occurrence; 

• Deterrence - Prevents external attacks before they are deployed. 

• Corrective – Restore data integrity and other affected assets; 

• Restorative – Restore the availability of attacked and disrupted services; 
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• Compensatory – Compensate the consequences of successful attacks. They 
are used in a multi-layered security strategy. 

Conclusions 

Of particular importance in the design of an efficient ISS is the consideration of 
all stakeholders. In addition to technological requirements, the modern dynam-
ics of an organization’s work requires compliance with a number of regulations 
and good practices. In turn, their compliance entirely depends on the working 
environment of the organization, its employees, their loyalty and good faith. 
This is the so-called human factor. The behaviour of employees in relation to 
the adopted information security policy cannot be predicted, therefore it is nec-
essary to foresee a number of measures already in the process of designing the 
system. These include both technical solutions and organizational processes 
and procedures. The object of the present study is the clarification of the human 
factor as a threat to the system. The authors anticipate expanding the topic 
through future publications with the main topic of countering human threats. 
The results will be used to enhance employee education. 
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